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Compensating Mass Matrix Potential for Constrained MolecularDynamicsAbhinandan JainJet Propulsion Laboratory/California Institute of Technology4800 Oak Grove Drive, Pasadena, CA 91109Abhinandan.Jain@jpl.nasa.govAbstractRigid internal constraints are used in molecular models to speed up molecular dynamics(MD) simulations. It is well recognized that statistical averages from such constrained MD simula-tions di�er by a metric tensor dependent term from similar averages computed using conventionalunconstrained MD simulations. Fixman proposed augmenting the standard potential with a compen-sating term which depends on the metric tensor to nullify the e�ects of this bias term. However inthe absence of tractable algorithms to compute this compensating tensor potential and its gradientits use has been impractical. This paper derives a new algorithm for computing the compensat-ing potential as well as its gradient for tree topology molecular systems. The algorithm is quitestraightforward and is an extension of the spatial operators based O(N ) algorithm that has beenrecently proposed for constrained dynamics. Indeed, the compensating potential is closely relatedand computed from the articulated body inertia quantities available from this O(N ) algorithm.1 IntroductionRigid internal constraints are often used in molecular models to eliminate high frequency modesand to enable the use of large numerical integration time steps necessary for speeding up moleculardynamics (MD) simulations [1, 2]. There has been considerable debate regarding the relationshipbetween the statistical averages obtained from such constrained MD simulations and those obtainedfrom conventional unconstrained Cartesian model MD simulations [3{7]. In particular, Fixman[3] pointed out that ensemble averages obtained from MD simulation using the constrained andunconstrained models will di�er due to the presence of a metric tensor dependent term in thepartition function for constrained molecular models. and this has been veri�ed in simulations.Fixman proposed the augmentation of the standard potential by a compensating metric tensorpotential in constrained MD simulations to compensate for the e�ects of the bias term. Severalresearchers [8{11] have veri�ed the e�cacy of this method for simple molecular systems. Theprohibitive complexity of computing the metric tensor potential and its gradient has been a majorhurdle on the use of these compensating potentials more generally in constrained MD simulations.This paper analyzes the structure of the compensating potential and its gradient and de-velops substantially simpler expressions for them for tree topology molecular models. These ex-pressions are used to derive computational algorithms for use in constrained MD simulations. Thealgorithms are straightforward extensions of the recently proposed spatial operators based O(N )algorithm for constrained MD simulations [2]. Indeed, the compensating potential and its gradi-3



ent are readily computable from the articulated body inertia quantities available from this O(N )algorithm.2 Ensemble Averages in Constrained Dynamics SimulationsThe partition function Z(T ) for an n degree of freedom unconstrained Cartesian molecular modelis given by the expressionZ(T ) = 1hn Z 1�1 � � � � � � Z 1�1 Z n��n � � � Z 1��1 exp ���12p�M�1p+ V� =kT �� dp1 � � � dpndq1 � � � dqn(2.1)where T denotes the temperature, the qi and pi are the con�guration and momentum coordinates,V is the standard potential energy,M 2 Rn�n denotes the system mass matrix (or metric tensor).The system kinetic energy is given by 12p�M�1p, and the limits of integration �i and i are deter-mined by the geometry of the problem [12]. For conventional unconstrained Cartesian dynamics,the mass matrixM is constant (and diagonal) and does not depend upon the system con�guration.As a consequence, the ensemble average of a function f(q) is given byhf(q)i = 2�kT n=2hn Z n��n � � � Z 1��1 f(q) exp [�V=kT ]� dq1 � � � dqn=Z(T ) (2.2)where the momentum variables have been integrated over and eliminated.In constrained dynamics models, the molecular system is modeled as a collection of rigidclusters coupled together by articulable hinges [2]. For such constrained dynamics models, themass matrixM(�) 2 RN�N is a function of the internal con�guration coordinates vector � and Nthe number of degrees of freedom for the constrained model. The kinetic energy is now given bythe expression K:E: = 12��M(�)� = 12p�M�1(�)p (2.3)where � denotes the internal velocity coordinates vector, and where the conjugate momenta vectorp is given by the expression p =M(�)� (2.4)The partition function Z(T ) for the system is given by the expressionZ 0(T ) = 1hN Z 1�1 � � � � � � Z 1�1 Z N��N � � � Z 1��1 exp ���12p�M�1(�)p+ V� =kT �� dp01 � � � dp0Nd�1 � � � d�N(2.5)Using a diagonalizing transformation on the momentum coordinates of the formp0 =M� 12 (�)p (2.6)we can integrate Eq. (2.5) over the new momentum coordinates to get the following expression forthe partition function:Z(T ) = 2�kT N=2hN Z N��N � � � Z 1��1 detnM 12 (�)o exp [�V=kT ]� d�1 � � � d�N (2.7)4



This implies that the ensemble average of a function f(�) over the con�guration space de�ned bythe internal coordinates is given by the following expression:hf(�)i0 = 2�kT N=2hN Z N��N � � � Z 1��1 detnM 12 (�)o f(�) exp [�V=kT ]� d�1 � � � d�N =Z 0(T ) (2.8)In contrast with the unconstrained Cartesian dynamics expression in Eq. (2.2), the integrand in thepartition function integral in Eq. (2.5) involves the determinant of the mass matrix. This additionalterm introduces a bias in statistical averages computed using constrained dynamics models versusthose obtained using Cartesian models [3].A method for bridging this gap in statistical estimates was proposed by Fixman [3]. Hesuggested replacing the potential function V(�) by the modi�ed potential function V 0(�)V 0(�) 4= V(�) + Vc(�); where Vc(�) 4= 12 lndet fM(�)g (2.9)in constrained MD simulations. It is easy to see that replacing V(theta) in Eq. (2.7) and Eq. (2.8)by V 0(�) eliminates the metric tensor term from the partition functions and the expression for theensemble average. The extra potential term Vc(�), is referred to as the compensating mass matrixpotential or the metric-tensor potential [7] since it e�ectively compensates for the mass matrixdeterminant term in Eq. (2.8).With the use of V 0(�), the remaining di�erences between statistical averages computedusing constrained and unconstrained MD simulations are due to the coarser sampling of the confor-mational space during the averaging process in constrained MD simulations. The appropriate useof constraints is important for ensuring that the loss in �delity is within acceptable limits for thesimulation experiment at hand. The use of the compensating mass matrix potential helps ensurethat at least the systematic bias term from the metric tensor does not contribute to the averagingerrors. The implication of using V 0(�) is that now its gradient must be used for computing theforces during constrained MD simulations. The overall hinge torque vector T 0 is de�ned as thegradient of V 0(�) and is given by:T 0 = r�V 0(�) = T + Tc; where T 4= r�V(�) and Tc 4= r�Vc(�) (2.10)Tc represents the compensating hinge torque arising from the compensating mass-matrix poten-tial Vc(�) and must be used in addition to the standard torque term T during constrained MDsimulations. Its kth element, Tc(k), for the kth hinge is given byTc(k) = @Vc(�)@�(k) = 12 @ ln det fM(�)g@�(k) (2.11)The need for the use of the compensating potential has been veri�ed via computer simula-tions for several small systems [7,8,10,11,13,14]. There is general consensus that the compensatingpotential is less important for rigid constraints on the bond stretching degrees of freedom while theyare a signi�cant factor for rigid constraints involving bond angles. It was found [7,8] that the use ofthe compensating potential in constrained MD simulations for n-butane other systems e�ectively5



bridged the gap in the number of dihedral transitions using constrained and unconstrained MDsimulations. Go and Scheraga [5, 6] examined the relative merits of Cartesian dynamics modelsand constrained dynamics models and concluded that the former was the more correct model formolecular dynamics simulations. However references [8, 9] argued that the constrained MD simu-lations produce similar statistical estimates as the Cartesian case if the compensating potential isincluded.Despite the accepted importance of using the compensating potential during constraineddynamics simulations, it is rarely used in practice. The primary factor has been the lack of atractable method for computing the compensating torque, Tc, for all but simple molecular systems[13]. A clever method for computing Vc was proposed by Fixman [4]. However, this method is alsolimited to moderately sized molecular systems, and does not include a procedure for computing thecompensating torque Tc.In the following sections we take a closer look at the expression for Tc in Eq. (2.11) andderive simpler expressions for it using techniques from the spatial operator algebra [2]. Theseexpressions lead to a simple method for computing this compensating torque for arbitrary tree-topology molecular systems. This method is an extension of the spatial operators based algorithmfor constrained dynamics simulations [2]. This algorithm provides a highly e�cient O(N ) recursivemethod for solving the equations of motion for constrained systems without using iterative proce-dures such as in the SHAKE algorithm [15]. The equations of motion for the system are solvedexactly and the complexity of the algorithm is O(N ), i.e. the computational cost grows only lin-early with the number of un-constrained degrees of freedom in the system. The algorithm { whichhas been implemented as the NEIMO (Newton{Euler Inverse Mass Operator method) softwarepackage [2, 16, 17] is based upon closed-form spatial operator expressions for the factorization andinversion of the mass matrix.Expression for the Compensating Torque Tc(k)In general, if g(X) is a scalar function of a matrix X 2 Rm�n , then its derivative with respect to avariable y is given by@g(X)@y = mXi=1 nXj=1 @g(X)@X(i; j) @X(i; j)@(y) = Trace� @g@X �@X@y � (2.12)where @g(X)@X(i;j) and @X(i;j)@y are m� n matrices whose elements are de�ned as:@g@X (i; j) 4= @g(X)@X(i; j) ; and @X@y (i; j) 4= @X(i; j)@yFor the scalar function g(X) 4= lndet fXg, it is a well established fact [18] that@g(X)@X = @ ln det fXg@X = fX�g�1 (2.13)Using Eq. (2.13) and Eq. (2.12) in Eq. (2.11) leads to the following expression for Tc(k):Tc(k) = 12 Trace�M�1(�)@M(�)@�(k) � = 12 Trace nM�1(�)M�(k)(�)o (2.14)We have used the notational shorthandM�(k)(�) in place of @M(�)@�(k) in Eq. (2.14). In the followingsections we use spatial operator expressions for M(�) to further simplify Eq. (2.14).6



3 Spatial Operator form of Mass MatrixNow we briey review the derivation of the spatial operator equations of motion and refer the readerto reference [2] for more detailed discussion on the notation and the concepts. For notationalsimplicity we limit our initial discussion to an n-cluster system with serial chain structure andsingle degree of freedom rotational hinges between clusters. The number of degrees of freedom forthis system is N = n + 5. Later we discuss the steps involved in extending the derivations andalgorithms to general tree-topology systems with multiple degree of freedom hinges.As shown in reference [2], the Newton-Euler recursive equations of motion for the wholesystem have the form:8>>>>>>>>>><>>>>>>>>>>:
V (n+ 1) = 0; �(n+ 1) = 0for k = n � � � 1V (k) = ��(k + 1; k)V (k + 1) +H�(k) _�(k)�(k) = ��(k + 1; k)�(k + 1) +H�(k)��(k) + a(k)end loop (3.1)8>>>>>>>>>><>>>>>>>>>>:
f(0) = 0for k = 1 � � �nf(k) = �(k; k � 1)f(k � 1) +M(k)�(k) + b(k) + f̂c(k)T (k) = H(k)f(k)end loopThe introduction of spatial operators allows the expression of the equations of motion in thefollowing more concise form:V = ��H� _�� = ��(H��� + a) (3.2)f = �(M� + b+ f̂c) = �M��H��� + �(M��a+ b+ f̂c)T = Hf =H�M��H��� +H�(M��a+ b+ f̂c)In particular, the equations of motion have the formT =M(�)�� + C(�; _�) (3.3)where M(�) 4= H�M��H� 2 RN�N (3.4a)C(�; _�) 4= H�(M��a+ b+ f̂c) 2 RN (3.4b)Here,M(�) is the mass matrix of the serial chain and C(�; _�) is the vector of Coriolis, centrifugal,gyroscopic and Cartesian forces. Note that M and C are nonlinear functions of � and _�. Thefactorization in Eq. (3.4) of the mass matrix M is referred to as the Newton{Euler Operator7



Factorization [19] because it is equivalent to the recursive Newton{Euler inverse dynamics algorithmin Eq. (3.1).The solution of the equations of motion in Eq. (3.3) for the accelerations vector �� is usedby the numerical integrator to propagate the state of the system during molecular dynamics simu-lations. However, Eq. (3.3) represents only a conceptual statement of the dynamics problem sinceM and C are not explicitly available. The conventional approach for computing the accelerations�� consists of �rst computing bothM and C, and solving the linear matrix equation for the vector��. In general,M is fully populated and as a result, the computational cost of solving the equationsof motion using this method grows cubically with the number of degrees of freedom in the system,i.e., this method is of O(N 3) computational complexity. The computational advantage of largerintegration time-steps using constrained dynamics [20] can be lost due to the large computationalcosts for large molecules from the O(N 3) dependency.In the next section we review an alternative recursive algorithm for computing the vectorof generalized accelerations �� without having to explicitly compute the mass matrix [2]. Thecomplexity of this method is only O(N ), i.e., its computational cost grows only linearly with thenumber of degrees of freedom in the model.Innovations Factorization of the Mass MatrixThe O(N ) spatial algebra algorithm for solving the equations of motion in Eq. (3.3) described in [2]depends on the following key results that give explicit analytical operator expressions for the squarefactorization and inversion of the mass matrix.Lemma 3.1 M = [I +H�K]D[I +H�K]� (3.5a)[I +H�K]�1 = [I �H K] (3.5b)M�1 = [I �H K]�D�1[I �H K] (3.5c)Proof: See reference [2].The new square factorization described in Eq. (3.5a) is also referred to as the Innovations OperatorFactorization of the mass matrix and is an alternative to the factorization in Eq. (3.4). Thefactor [I +H�K] 2 RN�N is square, block lower triangular and nonsingular, while D is a blockdiagonal matrix. This factorization provides a closed form operator expression for the block LDL�decomposition ofM. The following lemma gives the closed form operator expression for the inverseof the factor [I +H�K]. Once again, the factor [I �H K] is square, block lower triangular andnonsingular and so Eq. (3.5c) provides a closed form expression for the block LDL� decomposition ofM�1. The spatial operators �, K and D embedded in these factorizations are based on spatiallyrecursive �ltering and smoothing algorithms [19, 21, 22]. The following Riccati equation for thearticulated body inertia P is a key element of these �ltering and smoothing algorithms.Algorithm 3.1The articulated body inertia quantities P (:), D(:), G(:), K(:), � (:), � (:), P+(:) and  (:; :) are8



computed by the following recursive procedure:8>>>>>>>>>>>>>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

P+(0) = 0for k = 1 � � � NP (k) = �(k; k � 1)P+(k � 1)��(k; k � 1)+M (k)D(k) = H(k)P (k)H�(k)G(k) = P (k)H�(k)D�1(k)K(k + 1; k) = �(k + 1; k)G(k)� (k) = G(k)H(k)� (k) = I � � (k)P+(k) = � (k)P (k) (k + 1; k) = �(k + 1; k)� (k)end loop
(3.6)

Algorithm 3.1 is the by now classical [19, 23] Riccati equation of Kalman �ltering. Itssolution P (k) is the articulated body inertia [19,24] of the part of the system outboard of hinge k.The operator P is a block-diagonal 6n�6n matrix with its kth diagonal element being P (k)2 R6�6 .De�ne also D = HPH� 2 RN�NG = PH�D�1 2 R6n�NK = E�G 2 R6n�n (3.7)� = I �GH 2 R6n�6nE = E�� 2 R6n�6n = (I � E )�1 2 R6n�6nThe operators D, G and � are all block diagonal. The operators K and E are not block-diagonal, but their only nonzero block elements areK(k; k�1)'s and  (k; k�1)'s respectively alongthe �rst sub-diagonal. The following lemma describes the operator expression for the generalizedaccelerations �� in terms of the hinge forces T and Cartesian spatial forces f̂c.Lemma 3.2 �� = [I �H K]�D�1hT �H fKT + P a+ b+ f̂cgi�K� �a (3.8)Proof: See reference [2].O(N ) Algorithm for Solving the Equations of MotionThe recursive implementation of Eq. (3.8) leads to the following O(N ) computational algorithm9



for the accelerations, ��:8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
z+(0) = 0for k = 1 � � �nz(k) = �(k; k � 1)z+(k � 1) + P (k)a(k) + b(k) + f̂c(k)�(k) = T (k)�H(k)z(k)�(k) = D�1(k)�(k)z+(k) = z(k) +G(k)�(k)end loop (3.9)

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
�(n+ 1) = 0for k = n � � � 1�+(k) = ��(k + 1; k)�(k + 1)��(k) = �(k)�G�(k)�+(k)�(k) = �+(k) +H�(k)��(k) + a(k)end loop (3.10)

This algorithm does not require either the explicit computation of the mass matrix M, nor thenumerical solution of the matrix equation Eq. (3.3). The steps in the above algorithm can besummarized as follows:1. The �rst step is a recursion from the base to the tip to compute the orientation, location andspatial velocities, V (k), and the Coriolis and gyroscopic terms a(k) and b(k) for each of theclusters using the �rst base-to-tip recursion in Eq. (3.1).2. Next follows a recursion from the tip towards the base as de�ned by Eq. (3.6) to compute theP (k)'s etc.3. The recursion in Eq. (3.9) from the tip to the base is used next to compute the residual forcesz(k) etc. This recursion can be combined with the tip to base recursion in the previous stepto obtain a single tip to base recursion sequence.4. Finally, the base to tip recursion described by Eq. (3.10) computes the ��(k) accelerations forall the clusters.The computational cost of this algorithm depends only linearly on the number of clusters. Thestructure of this algorithm closely resembles those found in Kalman �ltering and smoothing theory[21, 25].4 Compensating Mass Matrix Torque Tc(i)Using Eq. (2.14) as a starting point, we now develop an expression for the compensating torqueTc(i) that is simple to compute. While we have already seen an expression for the mass matrix10



inverse,M�1(�), we need an expression for the derivative of the mass matrix with respect to hingecoordinates.Spatial Operator Expression for M�iThe following lemma gives this desired expression for the sensitivity matrix.Lemma 4.1 M�i =H� hH i��M �M��H i� i��H� (4.11)Proof: See reference [26].The matrix H i� a new quantity in this result. H i� is the 6n � 6n matrix whose elementsare all zero, except for a single 6 � 6 block H (i) at the ith location on the diagonal. The index icorresponds to the joint-angle �i with respect to which the sensitivity M�i is being taken. Thenon-zero block-diagonal element H (i) 2 R6�6 is obtained as follows from the hinge rotational axisunit vector h(i): H (i) = 0@ ~h(i) 00 ~h(i) 1A (4.12)The notation ~v above denotes the 3 � 3 cross-product tensor matrix associated with a 3-vectorv = 0BBB@ xyz 1CCCA and is de�ned as ~v 4= 0BBB@ 0 �z yz 0 �x�y x 0 1CCCAThe formula in Eq. (4.11) is closed-form, in the sense that it contains an explicit analytical expres-sion for the mass matrix sensitivity in terms of the operators �,M , and H appearing in the massmatrix itself. That the formula is closed-form is of extreme importance, because it implies that themass matrix derivatives can be easily computed using operations and spatially recursive algorithmssimilar to those used to compute the mass matrix itself.Spatial Operator Expressions for Tc(i)The following lemma uses Lemma 4.11 to develop a new expression for Tc(i).Lemma 4.2 Tc(i) = Trace nP
H i�o ; where 
 4=  �H�D�1H 2 R6n�6n (4.13)Proof: Two spatial operator identities that we need for the proof are given by the following equa-tions. Their derivation can be found in the appendix of reference [27].[I �H K]H� = H (4.14a)�M
 = (�� ) + P
 (4.14b)11



The derivation of Eq. (4.13) goes as follows:Tc(i) 2:11= 12 TracenM�1(�)M�(k)(�)o3:5c;4:11= 12 Tracen[I �H K]�D�1[I �H K]H� hH i��M �M��H i� i��H�o4:14a= Tracen[I �H K]�D�1H H i��M��H�o= Tracen��H�[I �H K]�D�1H H i��Mo4:14a= Tracen �H�D�1H H i��Mo4:13= Tracen
H i��Mo= Tracen�M
H i�o4:14b= Tracen(�� + P
)H i�o= TracenP
H i�oIn the above steps, we have used the fact that Trace fABg = Trace fBAg. Also, the last step usedthe fact that Trace �(�� )H i�	 = 0. This is true because (�� ) is strictly lower triangular andH i� is block diagonal.It has been shown in reference [19] that 
 can be decomposed as follows:
 = �+ ~ ��+� ~ (4.15)where ~ 4=  � I, and the diagonal elements �(k; k) 2 R6�6 of the block diagonal matrix � 2R6n�6n are de�ned via the following recursion:8>>>>>>><>>>>>>>: �(n+ 1) = 0for k = n � � � 1�(k) =  �(k + 1; k)�(k + 1) (k + 1; k) +H�(k)D�1(k)H(k)end loop (4.16)
This allows us to further simplify the expression for Tc(i) as described in the followinglemma.Lemma 4.3 Tc(i) = Trace fP (i)�(i)H (i)g (4.17)Proof: Using Eq. (4.15) in Eq. (4.13) it follows thatTc(i) = TracenP
H i�o = TracenP (�+ ~ ��+�~ )H i�o= TracenP�H i�o = Trace fP (i)�(i)H (i)gHere we used the fact that TracenP�~ H i�o = 0 because ~ is strictly lower triangular.12



A �nal simpli�cation step for Tc(i) is described in the following lemma.Lemma 4.4 Let the partitioned form of the 6 matrix P (i)�(i) be given by:P (i)�(i) = 0@ Q11 Q12Q21 Q22 1Awhere Qij 2 R3�3 . Then Tc(i) = �h�(i)F [Q11 +Q22] (4.18)where the mapping F [�] : R3�3 ! R3 is de�ned via the relation:v = F [A] if and only if ~v = A�A�Proof: We have P (i)�(i)H (i) = 0@ Q11~h(i) Q22~h(i)Q21~h(i) Q22~h(i) 1A (4.19)Therefore Trace fP (i)�(i)H (i)g = Tracen(Q11 +Q22)~h(i)oUsing the easily established identity that Trace fA~vg = �v�F [A] for an arbitrary matrix A 2 R3�3and vector v 2 R3 in Eq. (4.19) establishes the result.Notice that this expression for Tc(i) is vastly simpler compared with the original expressioninvolving the mass matrix inverse and its sensitivity. Furthermore, the expression involves articu-lated body inertia quantities many of whom are available from the computational steps for solvingthe equations of motion. It is easy to verify that the the compensating torque vector for the sixbase cluster degrees of freedom is zero.O(N ) Constrained Dynamics Algorithm with Compensating PotentialThe overall algorithm for solving the equations of motion with the compensating mass matrixpotential is de�ned by the following steps:1. Carry out the �rst base-to-tip part of the recursion in Eq. (3.1) to compute the V (k), a(k)and b(k) terms for all the clusters.2. Carry out the tip-to-base recursion in Eq. (3.6) to compute all the articulated body inertiaquantities such as P , D etc.3. Carry out the base-to-tip recursion in Eq. (4.16) to compute �(k) for all the links. Alsocompute the compensating torque Tc(k) for each link simultaneously using Eq. (4.18) andT 0(k) using Eq. (2.10).4. Carry out the recursions in Eq. (3.9) and Eq. (3.10) to solve for the ��(k) hinge accelerationswith T (k) replaced with T 0(k). 13



The only signi�cant change from the constrained dynamics algorithm in [2] is the additional Step3 for the compensating torque. This additional step is also of O(N ) computational complexity,and hence the overall computational cost of the constrained dynamics algorithm remains O(N ).Moreover this method adds only marginal computational cost since it makes use of the articulatedbody inertia quantities available from the computations for the regular solution for the internalcoordinate accelerations. This algorithm makes possible the easy incorporation of the compensat-ing potential into constrained molecular dynamics simulations involving tree-topology molecularsystems. This algorithm has been implemented as a part of the NEIMO software package.ExtensionsReference [28] describes an alternative method for computing the�(k) terms using dual articulatedbody inertias instead of Eq. (4.16). This method o�ers advantages for parallel implementation sincethese computations can be done concurrently with Step 2 instead of sequentially following it.The derivations and algorithmic descriptions in the previous sections have focused uponserial-chain molecules with one degree of freedom rotational hinges. This was done for notationalsimplicity. The extension of the algorithm to tree-topology molecules is identical to the extensiondiscussed in reference [2]. In this case the system has multiple tips and a single designated basecluster. To summarize, all the tip-to-base and base-to-tip recursions are replaced by tips-to-baseand base-to-tips recursions. At each hinge with branches, the recursions proceed through \scatter"and \gather" steps. To handle multiple degree of freedom hinges, it is simply a matter of recognizingthat such hinges can be modeled as a sequence of single degree of freedom hinges inter-connected bypseudo-clusters of zero mass and inertia. With these modi�cation, the algorithm described aboveextends to general tree-topology molecular systems.Spatial Operator Expression for VcWhile the explicit knowledge of the compensating potential Vc(�) is not required during dynamicssimulations, the nature and sensitivity of its dependence on the con�guration coordinates can beused to study its e�ect on the statistical averages obtained from constrained dynamics simulations.The following lemma gives a closed form expression for the compensating potential Vc.Lemma 4.5 Vc(�) = 12 nXi=1 ln det fD(i)g (4.20)Proof: From the Innovations factorization in Eq. (3.5a), it follows thatdet fMg = det fI +H�Kg2 det fDgHowever, since [I +H�K] is lower triangular with identity matrix blocks along its diagonal, itsdeterminant is 1. Hence det fMg = det fDgThe result of the lemma follows simply by taking the logarithm of the above identity.The expression in Eq. (4.20) allows the easy computation of Vc by making use of Algorithm 3.1 forcomputing the required D(k) quantities. 14
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